1. You have to write a program which will generate an interpolating polynomials  using Newton’s divided difference interpolating algorithm. You need to do the following task.

* You are given 23 training points and 10 test points. You need to gradually build a polynomial using these training points. The steps are described below.

1. Take two points and build a polynomial. Find the average percentage of error for the 10 test points and report that error. Then take three points and repeat the task same as before. You should gradually increase the number of points and you need to take all the training points to get the final polynomial.
2. There is a criteria for selecting points. When you select two points, take the first and last ones. While three, Take the 1st, 12th and 23rd (last) point. That means the index difference is equal. So while you take 4 points or more you must maintain approx. equal space among the points.
3. You need to present graphically your results. You need to show your polynomial and test points. Detailed technique has been demonstrated in the class.

**Range of x** : [-0.6,0.6]

**Training Points**:

(-0.6000,5.7994258 )

(-0.5455,4.0150348 )

(-0.4909,2.8738580 )

(-0.4364,2.1260523 )

(-0.3818,1.6108651 )

(-0.3273,1.2302959 )

(-0.2727,0.9285781 )

(-0.2182,0.6767338 )

(-0.1636,0.4614712 )

(-0.1091,0.2777043 )

(-0.0545,0.1239671 )

(0.0000,-0.0000000 )

(0.0545,-0.0942150 )

(0.1091,-0.1586961 )

(0.1636,-0.1937026 )

(0.2182,-0.2007007 )

(0.2727,-0.1847765 )

(0.3273,-0.1592215 )

(0.3818,-0.1530139 )

(0.4364,-0.2219200 )

(0.4909,-0.4639390 )

(0.5455,-1.0398120 )

(0.6000,-2.1992942 )

**Test Points**:

(-0.5727 , 4.8068807)

(-0.4667 , 2.5042230)

(-0.3333 , 1.2679470)

(-0.2000 , 0.6012800)

(-0.0667 , 0.1555561)

(0.0667 , -0.1111117)

(0.2000 , -0.2012800)

(0.3333 , -0.1568358)

(0.4667 , -0.3264447)

(0.6000 , -2.1992942)

2. You need to do the same task for the given set of training and test data. But this time you need to use quadratic splines to fit the training data.

**Range of x** : [-5,5]

**Training Points**:

(-5.0000,0.0000000 )

(-3.3333,2.2360680 )

(-1.6667,2.8284271 )

(0.0000,3.0000000 )

(1.6667,2.8284271 )

(3.3333,2.2360680 )

(5.0000,0.0000000 )

**Test Points**:

(-4.1667 , 1.6583124)

(0.8333 , 2.9580399)

(4.1667 , 1.6583124)